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ABSTRACT Quantum chemical calculations at the B3LYP/aug-cc-PVTZ level
show that CO2 can spontaneously break in the presence of an electric field above
40 V/nm. The energetics of the reaction was further assessed by single-point
CCSD(T) calculations, which show that the electric field transforms the reaction
from endothermic to exothermic. The rupture occurs when the potential energy
curves of the singlet and tripletmanifolds cross each other and is caused by the fast
decrease of the energy of the lowest unoccupied molecular orbital. The process
was present in recent experiments carried out with atomic force microscopy at
room temperature in the presence of low-to-moderate voltages (Appl. Phys. Lett.
2010, 96, 143110). The simulation of the electric field-dependent infrared spectra
show the process could be monitored spectroscopically since the symmetric CO
stretchbecomes infrared-allowed anddownshifts in the presenceof the field,while
the bending acquires further intensity.

SECTION Molecular Structure, Quantum Chemistry, General Theory

E xternal electric fields (EEFs) can affect a variety of
chemical events including electron transfer reac-
tions,1-4 charge transfer between surfaces,5 small-

molecule-surface interactions,6,7 and electron transport in
molecular devices.8-10 Oriented EFs can induce confor-
mational changes and isomerization processes,11 as well as
chemical reactions that involve bond-formation and bond-
breaking.12-16 This versatility can explain the growing inter-
est in the use of EEFs to modulate chemical reactions, since it
is possible, using oriented EEFs, to affect the regioselectivity
and stereoselectivity of the reactions or enhance/decrease the
rate of a reaction of several order of magnitude.12-16 EEFs
change the energy landscape of chemical processes and
thereby have an impact on the mechanism, rate, and selec-
tivity of the reaction. Electric fields modify the molecular
geometry, drastically alter the molecular electric dipole mo-
ments, and redistribute the electron density of molecular
orbitals (MOs) as well as reduce the energy gap between
frontier MOs.17-19

The control and manipulation of electric fields at the
nanoscale has enabled the emergence of a flexible atomic
force microscope (AFM) nanolithography.20 This nanolitho-
graphy is based on the field-induced activation of molecules
within a liquid meniscus. Different liquids such as water,20

ethanol,21 octane,22 octene,20 or hexadecane23,24 have been
used. Very recently it was shown that the field-induced activa-
tion of liquid molecules can be extended to transform stable
gases such as carbondioxide to carbonaceousmaterial.25 The
process exploits electric fields in the range of tens of volts per
nanometer that can be generatedwith a nanoscale asperity to
obtain the energy needed to convert carbon dioxide gas into a
solid material. The process takes place at room temperature

and uses low-to-moderate voltages (∼10-40 V). The activa-
tion of carbon dioxide can be performed with a single
nanoscale asperity (in AFM experiments) or with a macro-
scopic surface patterned with billions of nanoscale asperities.
The experimental field was qualitatively estimated to be up to
30 V/nm from the value of the applied voltage of 1-40 V.
However, depending on the position of the CO2moleculewith
respect to the origin of the electric potential, the local field
experienced by a CO2 molecule can be greater or evenmuch
greater. The energy efficiency to transform a single carbon
dioxide gas molecule to carbonaceous material is close to
unity.25

The high enthalpy of formation of carbon dioxide, ca.
-4.1 eV (394 kJ/mol),26 makes it chemically very stable. Of
the several processes to activate the transformation of
CO2,

27,28 one of themost important is probably the naturally
occurring Calvin cycle. The Calvin cycle is the metabolic
pathway used by photosynthetic organisms for carbon fixa-
tionwhere carbon enters in the formof CO2 and leaves in the
form of sugar. Other technological processes use a combina-
tion of catalysts, high temperature surfaces, and/or electro-
chemical induced reactions.28 In general, however, it can be
said that current technological approaches to activate car-
bon dioxide molecules are either costly in terms of energy
consumption or lack universality.

In this paper, quantum chemical calculations show how
EEFs affect the molecular geometry and the electron density
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of CO2, change its properties, modify the potential energy
surface of its dissociation, and shift the energy of the MOs,
which ultimately leads to carbon dioxide splitting.We employ
the Gaussian0329 suite of programs to investigate the struc-
tural and electronic changes brought by the application of
uniform static electric fields. Calculations are carried out using
density functional theory (DFT)with Becke's three-parameter
hybrid functional (B3)30 combined with the electron-correla-
tion functional of Lee, Yang, and Parr (LYP),31 abbreviated as
the B3LYP32 method. Geometries were optimized using the
aug-cc-PVTZ33 basis set (triple-ζ basis set augmented with
diffuse and polarization functions), which uses 46 basis func-
tions [5s,4p,3d,2f] for C and O atoms. The flexibility provided
by the polarization and diffuse functions is deemed crucial to
describe the CO2 response to EEFs. In the recent past, smaller
basis sets, such as 6-311þþG(2d,2p) that entail 27 basis
functions per atom, have been employed for related investi-
gations.12-14,17-19 All calculations use the Field keyword in
Gaussian03,29 which defines the EF axis, its direction, and
magnitude.We have considered fields ofmagnitude 5, 10, 20,
30, and 40 V/nm, which appear in AFM nanolithography
experiments to be able to split CO2.

25 Vibrational frequencies
were calculated, in the presence of fields, to confirm that the
optimized structures are minima, to yield the IR spectrum
perturbed by the applied field, and to calculate electrical
polarizabilities. Single point CCSD(T)calculationswere carried
out on the optimizedDFT geometries to obtainmore accurate
values of energy.

We examined the effect of electric fields of increasing
strength on CO2. We originally performed calculations with
a variety of electric field orientations with respect to the
molecular axis. Only the results for the field oriented along
the axis are presentedanddiscussed, since this configurations
generates the most stable systems (Scheme 1).

The field polarizes the molecular wave function. To assess
the accuracy of the computational model, one can compare
experimental and calculated polarizabilities in the absence of
the field (Table 1).

The molecular polarizability ÆRæ is 17.17 au3 versus an
experimental value of 17.76,35 the calculated value of R ) is
26.024 au3 versus an experimental value of 27.250 au3,35

while the calculated value of R^ is 12.750 au3 versus an
experimental value of 13.018 au3. These values vouch for
the accuracyof themodel, also if compared to other high-level
calculations.36

Table 2 shows the optimized geometry together with other
quantities. In the presence of the field, one of the C-Obonds,
C-O1, elongates, while the other, C-O2, shortens. Despite
the relatively small variations in the nuclear skeleton, sub-
stantial variations are observed for atomic charges and for the

dipole moment (see Figures S1 and S2 in the Supporting
Information (SI)). The variations of charges, bond orders, and
dipole moment are a consequence of the polarizability of the
electronic cloud that adjusts to the external stimulus: the
π electrons density rearranges more markedly, leaving the
σ-bonds almost unaffected (see Table 2). Most of the variables
of Table 2 show linear variations with respect to the field
intensity.

The superlinear behavior of the polarizability with the
electric field can be understood if one considers that in a
sum-over-state model, the polarizability tensor elements are
expressed as

Rij ¼
X

k

Æ0jxijkæÆkjxjj0æ
ΔE0k

ð1Þ

where Æ0| represents the ground statewave function, |kæ is the
wave function of the kth excited state, andΔE0k is their energy
gap. The field affects the molecular wave functions, both in
the ground and in the excited states, together with the energy
gaps. Variations of the denominator in eq 1 result in the pre-
sence of resonances and therefore nonlinearity in the re-
sponse. Thequestion ariseswhether the respose is dominated
by a single quantity, such as the variation of the energy of one
orbital.

Figures 1 and2 show that the lowest unoccupiedmolecular
orbital (LUMO) is affected the most by the field. The energy
variation of the occupied orbitals with the field is relatively
modest. The LUMO energy can be described by a parabolic
function, with a correlation coefficient of 0.998:

ELUMO ¼ aþ bFþ cF2 ð2Þ
where ELUMO is the energy of the orbital in electron volts,
F is the electric field in volts per nanometer, a=-0.2871,
b=-0.13417, and c=-0.0033124, in the appropriate units.

The LUMO behavior is at odds with that of the highest
occupied molecular orbital (HOMO), whose energy can sim-
ply be fitted to a linear equationwith the field. Crossing of the
two functions occurs at 41.91 V/nm,38 where HOMO and
LUMObecome degenerate, and the quantum chemical calcu-
lation does not converge.

Figure 2 shows that at 40V/nm the LUMO is localized to the
right of the elongating CO bond.

Closing of the HOMO-LUMO gap promotes the sponta-
neous detachment of the oxygen atom and the formation of
two fragments. Indeed, in the calculations, at fields higher
than 40 V/nm, the molecule spontaneously breaks down.

Also important is the exchange of positions of the two πx
and πy orbitals with the σp orbital. While the σs orbital is
stabilized by the EEF, the additional node present in σpmakes
the orbital more susceptible to an increase of the strength of
the field. The inversion makes the new orbital distribution

Scheme 1. Orientation of Field Applied to CO2 Molecule Table 1. Experimental and Calculated Polarizabilities of CO2 in
Cubic Atomic Units (au3)

R ) R^ ÆRæ κ=(R ) - R^)/3R ΔR=R ) - R^

expt.34 27.250 13.018 17.76 0.267 14.232

calculated 26.024 12.750 17.17 0.258 13.274
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similar to that of a CO orbital fragment localized on CdO2

atoms and O1 atom, further promoting the breaking of the
CdO1 bond.

The quadratic variation of the LUMO energy can be ex-
plained in terms of second-order Stark effect. The first order
one does not appear in molecules. The more polarizable an
MO, the larger its energy variation.37 The results imply a
substantial polarizability of the LUMO, which is of great con-
sequence for CO2 reactivity in the presence of electric fields.

In the absence of the field, previous ab initio calculations39

of the stationary points on the potential energy surfaces of the
lowest singlet and triplet of CO2, and their crossing, showed
that the unimolecular decomposition of CO2 can proceed
via a spin-forbidden channel and has to go through a single-
t-triplet crossing, CO2 f O(3P) þ CO. The spin-allowed

decomposition of CO2 f CO þ O(1D) is much higher in
endothermicity.

Experimentally, the most energetically favorable channel
of CO2 decomposition has an endothermicity of 5.45 eV.40

Our calculations (Figure S3 in the SI) in the absence of external
field resulted in 5.43 eV, vouching further for the accuracy of
the calculations.

The calculations also found that the barrier to decompose
CO2, i.e., the transition state of the reaction, coincideswith the
crossing between the singlet and triplet state and is located at
5.9 eV, with a C-O1 bond length of 1.94 Å.

The presence of an external field of 20 V/nm makes the
reaction exoergonic. The barrier to decompose the molecule
is lowered to5.4eV. Thegeometryof thecrossingbetween the
curvesofdifferent spinmultiplicity is characterizedbyaC-O1

bond length of 2.20 Å. Increasing the field to 40 V/nm
enhances these effects. The barrier is lowered to 3.17 eV,
and the reaction becomes extremely exoergonic by more
than 20 eV. The three-point extrapolation of the energies of
the transition states as a function of the field with a quadratic
function would give 56.6 V/nm as the intensity required for
the spontaneous breaking of the carbon-oxygen bond. The
extrapolation does not take into account the dramatic rear-
rangement of the electronic wave function that takes place
when the HOMO and LUMO become degenerate.

The species that originate from the splitting of the CO2

moleculevary in chargeasa functionof the field.Up to10V/nm,
neutral O and CO fragments form. At fields greater than
30V/nmO1 is adianion,whileCO is adication.At intermediates

Table 2. Bond Lengths (Å), Atomic Charges, Dipole Moment (debyes), Polarizability (au3), and Bond Orders for C-O1 and C-O2 Bonds at
Various Field Strengths (V/nm)

field intensity C-O1 C-O2 charge on C charge on O1 charge on O2 μ R ) bond order C-O1 bond order C-O2

0 1.160 1.160 0.38 -0.19 -0.19 0.00 26.024 1.90 1.90

5 1.168 1.154 0.38 -0.25 -0.13 0.72 26.093 1.83 1.93

10 1.176 1.148 0.39 -0.32 -0.07 1.46 26.317 1.77 2.02

20 1.194 1.139 0.43 -0.47 0.04 2.95 27.329 1.64 2.15

30 1.216 1.132 0.48 -0.64 0.16 4.56 29.770 1.52 2.28

40 1.245 1.128 0.53 -0.86 0.33 6.45 38.882 1.40 2.41

Figure 1. Evolution of frontier MOs of CO2molecule as a function
of the field applied. Occupied orbitals are drawn at a contour value
of 0.02 au, while unoccupied orbitals are drawn at a contour value
of 0.004 au.

Figure 2. Frontier orbital energies in CO2 as a function of the field
applied.
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fields, O1 is an anion while CO is a cation, (see Table 3). The
species formed at higher fields are highly reactive, and their
evolution can account for the formation of carbonaceous
material found experimentally. The bottleneck of the process
is the activation and splitting of the very stable CO2 molecule.

Alternative splitting pathways involving CO2
þ or CO2

- can
be excluded. The simple presence of voltage either produced
by the AFM tip or by asperities cannot produce anions, which
are extremely difficult to generate experimentally in the gas
phase. The voltage and the associated field can still rip an
electron off CO2. However, the calculated energy profiles for
CO2

þ splitting have higher barriers than for the neutral
species (see Supporting Information).

To monitor the dissociation dynamics in the presence of
the field, infrared spectroscopy can be used. In the experi-
ments, after the capture of CO2 in the gap region between the
two electrodes, the electric field polarizes the carbon dioxide
molecule, and the resulting dipole moment interacts with the
field. The action of the field is on the time scale of electronic
motions, and its effects are not hindered by nearbymolecules
so that the alignment is quantitative and extremely fast.
Figure 3 presents the results of the vibrational Stark effect.
The inactive infrared band of the symmetric stretching
appears in the spectrum. At 0 V/nm it is calculated as inactive
and located at 1369 cm-1, at 20 V/nm it is downshifted to
1323 cm-1, while at 40 V/nm is further downshifted at 1174
cm-1. Analogously, the bending vibration goes from 674
cm-1 at 0 V/nm, to 668 cm-1 at 20 V/nm, to 778 cm-1 at
40 V/nm.

Also the frequency variations are superlinear and if de-
tected they could be used to assess the field intensity.

To recapitulate, quantum chemical calculations show that
CO2 can spontaneously break in the presence of an electric
field above 40 V/nm. The process was present in recent
experiments carried out with AFM at room temperature in
the presence of low-to-moderate voltages (∼10-40 V).25 The
rupture occurs at the intersection of the potential energy
curves of the singlet and triplet manifolds. It is caused by
the fast decrease of the energy of the LUMO that is extra-
polated to becomedegeneratewith theHOMOat41.91V/nm.
Infrared spectroscopy could be used to monitor the field-
dependent splitting of CO2.

SUPPORTING INFORMATION AVAILABLE Variation of atomic
charges, dipole moments, and ionization potentials calculated at
increasing field strength. Potential energy diagrams for unimolecular
decomposition of CO2 and CO2

þ calculated at the B3LYP/aug-cc-PVTZ
level of theory at 0, 20, 40 V/nm. Detailed comparison of the energies
at B3LYP/aug-cc-PVTZ and CCSD(T)/aug-cc-PVTZ levels at 20 and
40 V/nm. Cartesian Coordinates of a CO2 molecule optimized under
EEF. This material is available free of charge via the Internet at
http://pubs.acs.org.
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